DII COE Alerts Services 26 June 2001 TWG – Final Meeting Minutes


DII COE Alerts Services Technical Working Group (TWG) Meeting Minutes

Meeting Date: 26 June 2001

Meeting Location: CSC Facility in Eatontown, NJ

Attendees: Grace Baratta-Perez, Ray Dolgert, Betty Foster (via telecon), Eric Johnson, Anna Kinne, Cory Musselman, Prakash Patel, Brian Pulis, Ileana Reisch, Rob Sanders, Rob Schnoor, Robert Warren, Jean Wyllie, and Chuanfu Xie.

Contact information for each attendee, as provided on TWG attendance sheet, was e-mailed to attendees only on 27 June 2001.

1. The meeting started with introductions of attendees, a review of meeting minutes and action items from the previous Alerts TWG, and a few brief announcements by the TWG Chair, Grace Baratta-Perez, including:

· Update on the status of Alerts Version 4.1.0.0 was provided. At the time of the TWG, the Alerts Services segments were in the final week of DISA testing. Current update: As of 12 July 2001, the 3 Alerts Version 4.1.0.0 segments: Alerts Services Server (ALTSRV), Alerts Services Client Runtime (ALTCLT), and Alerts Services SDK (ALTSDK), for Windows NT 4.0 were approved for release on DII COE 4.4. As of 5 July 2001, the same three Alerts segments were Dev Released for Solaris 7 on DII COE 4.4.
· Brief introduction of the new Alerts secure military QuickPlace web site was provided. This site is being used to post the latest updates, engineering releases, patches, documents, and other Alerts software related items. Attendees signed up for accounts to this web site. Anyone who has not yet received an account may request one from Eric Johnson, ejohns39@csc.com, 732-427-2033 or 732-427-5213 (DSN 987).
2. Eric Johnson, Technical Lead of Alerts Services, briefed the TWG with a tutorial of how to create a Java client using the Alerts Version 4.1.0.0 APIs.

Eric briefly described the basic requirement of creating a successful Java client by introducing the API, the JMS implementation package. He also briefly described the Top-Level Architecture of the Alerts Services Software and a Java-JMS API flow chart. Furthermore, he indicated what imports are needed and the location of these files. There were other discussions regarding the client-server connection behavior and client’s role in subscribing and unsubscribing to a given “Topic.” Now that the Alert Body has been changed to Java Object type, he stated that the developers can send and receive any type of Object over the network using Alerts Services Server. An engineering release with this capability has been posted on the Alerts QuickPlace web site. 

3. Rob Schnoor, Alerts Developer, presented an overview of the differences between Alerts Services and the full Java Message Service API.

Rob presented an overview of the major differences that exist between a fully implemented JMS application and the Alerts Services software’s implementation.  A general description of the areas where Alerts deviates from JMS was provided.   Among the highlights of the presentation were: the description of the Publish/Subscribe messaging style, the standard JMS message header fields not currently used in Alerts, and the capabilities that Alerts provides that JMS does not provide. There were other discussions regarding the Java-JMS COTS products and the services they provide. 

4. Chuanfu Xie, Alerts Developer, presented a tutorial on how to develop a C/C++ client to the Alerts Services Server Version 4.1.0.0.

Chuanfu presented a high level overview of the communications between the Alerts Services Server (written in Java) and a C/C++ Client. In his brief, he pointed out the differences between the Windows and Unix Library included in the release. He also presented an API flow chart and pointed out the do’s and don’ts regarding creating a successful C/C++ Client. In a clarification, he stated that currently the C/C++ API library does not support sending Objects over the network as the Java API supports.

5. Prakash Patel, Alerts Developer, presented Future Plans regarding the Alerts Services software development with the introduction of the changes made to the software after the release of Alerts Services Version 4.1.0.0.

Prakash’s presentation included the major change to the software in terms of message type. He explained that the data type of Alert Body has been changed to Object (it was String before). It is up to the Java client developer to develop their client to pass objects, including video clips, audio clips, and any other file.  The object passed through the network should be serializable. During his discussion it was decided by consensus that proposed enhancements to the Alerts Server Alert Log were of paramount importance.  These enhancements need to adhere to tight requirements that have yet to be decided upon. A discussion of logging possibilities/requirements took place, with a focus on configurability of logs.  On the other hand, there was little interest in some proposed enhancements to the AdminTool, and to a proposal for a new thin layer atop Alerts that would provide centralized logging. Finally, his presentation reviewed recent fixes.

Note: The four briefings summarized in items 2 – 5 above have been posted to the Alerts QuickPlace.

6. Ray Dolgert and Betty Foster provided a briefing of the GCCS-A Alerts requirements in the areas of the Alerts log file and fault recovery. Further discussion/agreement among TWG members from the various services/agencies is needed in these two areas. The failover capability is not presently being actively pursued by Alerts development team at this time.

7. Brian Pulis ended the meeting with a brief update and scheduled releases of the C4I Alerts Presentation Layer (CAPL) product.  

8. As the meeting was breaking up, attendees informally discussed other ideas. Rob Sanders suggests enhancing the proxy if necessary to adapt to the change of the alert body. He also questioned how adding JMS header fields not currently implemented would effect the C/C++ software.

· Other items discussed, but not mentioned above:

· Mention of the latest version of Java (1.4) providing enhanced socket capabilities, which should improve performance.

· The possibility of providing multiple Alerts Servers in one configuration.

· Discussion of future platforms on which Alerts should be delivered (HP 11, Windows 2000, Solaris 8).

· Commercial Archiving products that can possibly be used in conjunction with the Alerts logging capabilities.

· Discussion on ordering of alerts: some attendees indicated that they might require alerts to be delivered in exact order that they are published. Alerts does not presently guarantee delivery order.

· Plans for next DII COE Alerts Services TWG:

Attendees discussed the possibility of having the next Alerts Services TWG on 17 August 2001 at Lockheed Martin in Colorado, where Robert Warren offered to do a demo of the use of Alerts by Integrated Space Command & Control (ISC2). This date has been confirmed and the TWG meeting has been scheduled and announced. 

· Action Items Resulting from 26 June 2001 Alerts TWG:
1. Fix “duplicate” delivery of alerts if a client subscribes to overlapping tags.

Action Item Status: Closed. This fix has been incorporated into upcoming Alerts Version 4.2.0.0.

2. Fix duration time 0 bug.

Action Item Status: Closed. This fix has been incorporated into upcoming Alerts Version 4.2.0.0.

3. Enhance log file management.

Action Item Status: Ongoing. Suggested generic log-related requirements have been posted to the Alerts QuickPlace. Feedback has been solicited, and specific requirements in these areas need to be finalized from service/agency reps.

4. Mapping of JMS header fields to the C/C++  Alert structure was requested.

Action Item Status: Closed. Description of this mapping was posted to the Alerts QuickPlace.

5. A description was requested of the timestamp placed on each Alert message, specifically when it is set, and in what form

Action Item Status: Closed. Alerts team response: In the JMS Alerts client, the timestamp indicates when the message is published. It is in milliseconds. The actual data placed in the timestamp gets set by an API call. In the C Alerts client, the timestamp gets placed on the alert at the proxy, and it is the current system time.

6. An updated Requirements Traceability Matrix for Version 4.1.0.0 is required.

Action Item Status: Open. RTM to be updated after delivery of Alerts Version 4.2.0.0.

7. GCCS-A is to post the latest version of their requirements to the Alerts QuickPlace.

Action Item Status: Open.

8. All services and agencies should review requirements in RTM that have a status P (Planned) for current relevance and priority.

Action Item Status: Ongoing.

9. Request for a description of differences between C and JMS client capabilities.

Action Item Status: Ongoing. This will be documented and updated by Alerts development team as we go along on the Alerts QuickPlace.

10. Chuanfu has an action item to contact the HP rep recommended by Ileana regarding the possibility of obtaining HP hardware temporarily for development of HP version of Alerts.

Action Item Status: Ongoing. Chuanfu has sent initial e-mail to the HP rep.

11. Anna Kinne took an action item to check whether the ordering of Alerts is critical for her program.

Action Item Status: Open.
Minutes prepared by Alerts team.
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